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ABSTRACT
I study the population genetics of adaptation in asexuals. I show that the rate of adaptive substitution

in an asexual species or nonrecombining chromosome region is a bell-shaped function of the mutation
rate: at some point, increasing the mutation rate decreases the rate of substitution. Curiously, the mutation
rate that maximizes the rate of adaptation depends solely on the strength of selection against deleterious
mutations. In particular, adaptation is fastest when the genomic rate of mutation, U, equals the harmonic
mean of selection coefficients against deleterious mutations, where we assume that selection for favorable
alleles is milder than that against deleterious ones. This simple result is independent of the shape of the
distribution of effects among favorable and deleterious mutations, population size, and the action of
clonal interference. In the course of this work, I derive an approximation to the probability of fixation
of a favorable mutation in an asexual genome or nonrecombining chromosome region in which both
favorable and deleterious mutations occur.

CONSIDER an asexual species that encounters a to detect this speed limit experimentally in asexual pop-
ulations of vesicular stomatitis virus.novel or changing environment. Under what con-

ditions will it adapt fastest? In particular, what rate of Second, an increase in the mutation rate increases
mutation allows the fastest adaptation? the number of deleterious mutations. These deleterious

The problem of how adaptation rate depends on mu- alleles have several effects. For one, they cause asexuals
tation rate in asexuals (or in chromosome regions that to suffer an increased mutational load. The resulting
do not recombine) is subtle. Adaptive evolution obvi- trade-off between long-term adaptability and short-term
ously requires the production of beneficial mutants. adaptedness forms the foundation of a large body of
Thus all else being equal, that clonal lineage having the work on the evolution of mutation rates in asexuals
highest mutation rate might seem best poised for long- (Kimura 1967; Leigh 1970, 1973; Gillespie 1981; Daw-
term evolution. Such a clone enjoys what Leigh (1970, son 1998, 1999; Johnson 1999a). But as we will see,
1973) has called high “adaptability,” as opposed to pres- deleterious mutation also plays an important role in
ent “adaptedness.” But all else is not equal, as there are determining the maximal adaptability, i.e., the rate of
at least two complications. The first is that as favorable mutation that yields the fastest adaptation.
mutations grow too common they begin to get in each Here, following Fisher (1930), Peck (1994), and Bar-
other’s way. The fixation of a first favorable mutation ton (1995), I consider the fate of asexual lineages expe-
can, for instance, be blocked by the appearance of a riencing mutation to both favorable and deleterious
more strongly favored one that arises during the first’s alleles. In particular, I derive the rate of adaptive substi-
transit to fixation. Gerrish and Lenski (1998) recently tution when favorable mutations encounter traffic prob-
studied this phenomenon—which they call “clonal in- lems due to both other favorable mutations and to dele-
terference,” a variant of the Hill-Robertson effect (Hill terious mutations. I find that the rate of adaptation does
and Robertson 1966). [In the Drosophila literature, not plateau with increasing mutation rate, as claimed
clonal interference is often referred to as a “traffic prob- by Gerrish and Lenski (1998). Instead it peaks. Con-
lem” (Kirby and Stephan 1996; Stephan 1995).] Ger- trary to intuition, the rate of mutation that yields the
rish and Lenski showed that clonal interference in- fastest adaptation depends solely on the strength of
creases the mean time between fixation events and so selection against deleterious mutations.
slows the rate of adaptive substitution. In particular, they
showed that the rate of substitution does not increase
without bound as the mutation rate increases. Instead THE MODEL AND RESULTS
it plateaus. They thus suggested that clonal interference

A simple model: Consider an asexual haploid withmay impose a “speed limit” on the rate of adaptation
large population size N (extensions to asexual diploidsin asexuals. Miralles et al. (1999) recently attempted
are straightforward but not pursued here). The total
rate of mutation per genome (or nonrecombining chro-
mosome region) is U. In the present environment, aAuthor e-mail: aorr@mail.rochester.edu
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fixed proportion pb of all mutations are beneficial. Be-
cause our species is nonrecombining, adaptive evolution
gets complicated by the presence of linked deleterious
alleles: favorable mutations often arise in genomes bear-
ing one or more deleterious mutations, as emphasized
by Fisher (1930), Manning and Thompson (1984),
and Peck (1994). I assume that selection coefficients
for new beneficial mutations, sb, are typically smaller
than those for new deleterious mutations, sd. Although
surely not universally true, this is likely to be biologically
realistic in many cases. [Indeed, analysis of Fisher’s geo-
metric model of adaptation (Hartl and Taubes 1996;
Orr 1998) shows that the mean effect of new deleterious
mutations must be greater than that for new favorable
ones.] In any case, this assumption is relaxed somewhat

Figure 1.—The rate of adaptive substitution vs. the geno-in the simulations described below. mic mutation rate, U. Theory points are from Equation 2,
When sb , sd, adaptive evolution is essentially con- while the observed points are from exact computer simulations

strained to those favorable mutations that appear in (see text for details). In all cases, selection coefficients for
deleterious and favorable mutations were constant: sd 5 0.1deleterious-mutation-free genomes (Fisher 1930; Peck
and sb 5 0.01. N 5 10,000 and pb 5 2.5 3 1025 of mutations1994; Barton 1995). Such mutations enjoy normal
were beneficial. At least 220 favorable substitutions were sam-probabilities of fixation of about 2sb. In all other cases, pled for each U.

genomes carrying a new favorable mutation suffer a
negative net selection coefficient and cannot get fixed.
Peck (1994) has called this the “ruby in the rubbish”
effect. ]k

]U
5 2Npbsbe2U/sd 11 2

U
sd

2, (3)If adaptation reflects the substitution of new alleles
and favorable mutations have independent fates, the
rate of adaptive substitution approximately equals the and adaptation is maximized when the term in paren-
number of favorable mutations appearing per genera- theses is zero, i.e., when
tion multiplied by each mutation’s probability of fixa-

U 5 sd. (4)tion, or

(]2k/]U 2 , 0 at U 5 sd.)k 5 (NUpb)(2sbP0), (1)
Three interesting results emerge from Equation 4.

The first is that the rate of mutation yielding the fastestwhere P0 is the size of the zero class, i.e., the proportion
adaptation takes an intermediate (nonzero) value evenof genomes free of deleterious mutations. Equation 1
though we have focused solely on long-term adaptabilityis equivalent to Equation 2 of Orr and Kim (1998),
and ignored short-term genetic load. The intuitive rea-who studied adaptive evolution on nonrecombining Y
son is straightforward. The optimal mutation rate walkschromosomes. It should hold whenever the rate of adap-
a line at which the product of the number of favorabletation is limited by the rate of mutation to favorable
mutations and the size of the zero class—a quantity thatalleles and not by the rate of environmental change. At
might be viewed as the effective number of favorablemutation-selection balance, the number of deleterious
mutations—is maximized. When U . Uopt, there are tooalleles per chromosome is Poisson distributed with
many deleterious mutations, mutation-free genomes aremean Ud/sd, where Ud is the per genome rate of deleteri-
too rare, and too many favorable mutations are thrownous mutation, and we assume constant sd with no epista-
away. When U , Uopt, the zero class is larger, but thesis, i.e., fitness is multiplicative across loci. The size of
population produces too few favorable mutations to takethe zero class is therefore P0 5 e2Ud/sd. Because almost
advantage of the number of mutation-free genomes,all mutations are deleterious (U ≈ Ud), we can rewrite
and adaptation slows. Note that, to the order of ourEquation 1 as
approximations, the optimal mutation rate in asexuals
is independent of population size, the proportion ofk 5 2NUpbsbe2U/sd. (2)
mutations that are favorable, and the selective advantage

Equation 2 shows that the rate of adaptive substitution enjoyed by favorable alleles—all poorly known quanti-
is a bell-shaped function of the rate of mutation (see ties.
Figure 1). k vs. U peaks, not plateaus. The second point emerging from (4) is that those

We now ask: What rate of mutation maximizes the lineages that adapt fastest have their mutation rate set
equal to a quantity that might be roughly constant acrossrate of adaptation? Differentiating,
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lineages, the selection coefficient against deleterious exp(2U Rn
i51ai/si). But the sum is just the mean of re-

ciprocals and thus the frequency of the zero class ismutations. We pursue this point in the discussion.
Third, because an average of U/sd deleterious mutations exp(2U/sH); i.e., we can replace sd with the harmonic

mean sH, as claimed. This result holds regardless of theexist per genome at mutation-selection balance, an asex-
ual population that enjoys a maximal rate of adaptation distribution of sd, so long as fitness effects do not become

infinitesimally small.carries a mean of Uopt/sd 5 1 deleterious alleles per
genome. Similarly, because Equations 1 and 2 are linear in sb,

the relevant selection coefficient is the arithmetic meanThe fact that adaptation proceeds fastest when U 5
sd is not intuitive. It also depends on a number of as- of effects among beneficial mutations, sb. Thus, with

distributions of both deleterious and favorable effects,sumptions and approximations. One is that we assume
the population always resides at mutation-selection bal- the expected substitution rate becomes
ance, which is unlikely to be true, especially following

E[k] ≈ 2NUpbsbe2U/ sH, (5)the fixation of a favorable mutation (Johnson 1999a).
(Another assumption is discussed below.) Although it and the rate of substitution is maximized when
seems unlikely that our approximations would qualita-
tively affect our conclusions, it seemed worth checking Uopt 5 sH, (6)
Equation 4 against exact computer simulations.

i.e., when the genomic mutation rate equals the har-These simulations were brute force, following a popu-
monic mean of deleterious effects among new muta-lation composed of N haploid asexual genomes, each
tions.of which may experience mutation to deleterious and/

This result was again tested against exact computeror favorable alleles. In particular, the number of delete-
simulations. The simulations were identical to thoserious mutations per genome per generation was Poisson
above except that exponential distributions of both del-distributed with mean U(1 2 pb), while the number of
eterious and favorable effects were allowed (see Figurefavorable mutations per genome per generation was
2 legend for details and note that in a small fraction ofPoisson distributed with (much smaller) mean Upb (see
cases sb . sd). Once again, the simulations showed thatFigure 1 legend for parameter values). The order of
our analytic solution is reasonably accurate. Althoughevents was mutation followed by selection, and fitness
the predicted k tends to overestimate the rate of adapta-was multiplicative. Generations were discrete and the
tion, the error is fairly small.program recorded the number of generations between

A more exact model: The above theory depends onsuccessive adaptive substitutions. Preliminary simula-
an important simplification: we assume that favorabletions showed that, when favorable mutations were intro-
mutations enjoy independent fates. That is, we ignoreduced singly (i.e., no other beneficial mutations were
clonal interference (Gerrish and Lenski 1998). Al-segregating) into a population at mutation-selection bal-
though favorable mutations may be sufficiently rare thatance, probabilities of fixation were nearly perfectly pre-
clonal interference is unimportant, we cannot be suredicted by 2sbP0 (not shown). More important, Figure 1
of this, particularly in taxa having large populations.shows that Equation 4 remains quite accurate over long
Fortunately we can incorporate clonal interference intostretches of time in which the simultaneous segregation
the above model, at least approximately. The requiredof several favorable mutations as well as departures from
calculations, a straightforward combination of the abovemutation-selection balance are allowed.
and those of Gerrish and Lenski (1998), are presentedDistribution of fitness effects: We have restricted our
in the appendix.attention to the case in which all deleterious mutations

It is shown there that, when both ruby in the rubbishhave the same fitness effect. This is not necessary. The
and clonal interference effects are allowed, the probabil-above theory remains reasonably accurate if we replace
ity of fixation of a beneficial mutation is z2sbe2U/ sHe 2I,sd with the mean effect of deleterious mutations that
where I is the number of interfering favorable mutationssegregate at mutation-selection balance, a quantity that
that appear and escape stochastic loss during a firstequals the harmonic mean, sH, of effects among new
mutation’s transit to fixation. In other words, becausemutations (Charlesworth 1996; Orr and Kim 1998,
favorable mutations confront two varieties of trafficAppendix 1). To see this, consider the discrete case in
problems in asexuals, the normal probability of fixationwhich there are n classes of deleterious mutation; in
2sb must be discounted by the probability that no delete-the ith class, the mutation rate is zaiU and the deleteri-

ous effect is si. With no epistasis, Johnson (1999a) shows rious mutations reside on the relevant chromosome and
that the numbers of mutations in each class at equilib- by the probability that no interfering mutations block
rium are independently Poisson distributed with mean the first mutant’s spread. I, which takes into account
aiU/si. Thus the probability that no deleterious muta- the fact that any interfering mutation must itself arise
tions from the ith class are present is exp(2aiU/si) and in a deleterious-mutation-free genome, is roughly
the probability that no deleterious mutations from any

I 5 2UpbN ln Ne2U/ sH(1/sb)#
∞

sb
vf(v)dv, (7)of the n classes are present is Pn

i51exp(2aiU/si) 5
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Figure 2.—The rate of adaptive substitution given distribu-
tions of deleterious and beneficial effects. Deleterious muta-
tions were drawn from a truncated exponential distribution
with mean effect of sd 5 0.1 and sH 5 0.0431. Favorable muta-
tions were also drawn from a truncated exponential distribu-
tion with a mean of sb 5 0.01. For both types of mutation, s .
7.5 3 1023, ensuring that mutations were not effectively neu-
tral and thus slowing Muller’s ratchet. sb , sd 97.5% of the
time. All other parameter values are as in Figure 1. The theory
points are from Equation 5, while the clonal interference
points are from (8). At least 150 favorable substitutions were
sampled at each U.

Figure 3.—The rate of substitution vs. U, allowing clonal
interference. Curves show Equation 8, with sH 5 0.0034 andwhere f is the density of beneficial selection coefficients
sb 5 1024. N and pb were varied as shown. In the top, 0.1among new mutations. favorable mutations appear per generation, while in the bot-

The expected rate of substitution is therefore tom, 100 appear per generation. In both cases (and in others
not shown), the rate of adaptation is maximized at U 5 sH 5E[k] ≈ #

∞

0
2NUpbsbe2U/ sH e2If(sb)dsb. (8) 0.0034.

When clonal interference is absent (I 5 0), (8) reduces
to (5), as expected. Numerical analysis confirms that,

Appendix shows, adaptation is fastest when U 5 sH re-when favorable mutations are rare (5) provides a good
gardless of the distribution of sb.approximation to (8). But as the number of favorable

mutations produced per generation grows, (8) is influ-
enced by clonal interference (sometimes substantially),

DISCUSSION
and the effect is as expected intuitively: adaptation is
slowed. Simulation results (e.g., Figure 2) agree reason- Our calculations, although mathematically trivial,

lead to a counterintuitive result. The rate of mutation inably well with (8).
Equation 8 again shows that the plot of adaptive sub- asexuals that maximizes the rate of adaptation depends

solely on the strength of selection against deleterious mu-stitution rate vs. mutation rate peaks (Figure 2). To find
the U that maximizes the rate of adaptation, we must tations. In particular, asexuals adapt fastest when the

genomic mutation rate equals the harmonic mean ofsolve ]E[k]/]U 5 0. The appendix shows that this occurs
when deleterious effects among new mutations. We assume

only that selection for new favorable alleles is typically
U 5 sH, (9)

milder than that against new deleterious ones. (We do
not assume that the favorable mutations that actuallyjust as before. This is our most important result. Even

with clonal interference, adaptation is fastest when the get fixed have such small effects.)
The reason for this dependence on deleterious muta-genomic mutation rate equals the harmonic mean of

deleterious effects. This can be seen in Figure 3, which tion is clear. As U grows too large, too many genomes
carry deleterious alleles and, consequently, too manyplots (8) as a function of U while varying the number

of favorable mutations that appear per generation 1000- favorable mutations arise in deleterious “loaded” ge-
nomes, thus suffering zero probabilities of fixation. Butfold. Although we have assumed in Figure 3 that sb is

exponentially distributed, this is not necessary. As the as U gets too small, there are too few favorable mutations
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to take advantage of the existing deleterious-mutation- The finding that adaptation is fastest when U 5 sH is
free genomes and adaptation slows. At U 5 sH, these significant for another reason. Gerrish and Lenski
tendencies optimally trade off. The effective rate of mu- (1998), who ignored deleterious mutation, argued that
tation to favorable alleles—the product of the favorable clonal interference may impose a speed limit on adap-
mutation rate and the frequency of deleterious-muta- tive evolution. At some point, favorable mutations block
tion-free chromosomes—gets maximized. each other’s fixation often enough that further in-

Consequently, adaptation is fastest when U assumes an creases in U fail to boost the rate of adaptive substitution
intermediate value. This contradicts traditional intuition, and the plot of k vs. U plateaus (see their Figure 5).
which held that long-term adaptability increases as the But the present analysis suggests that this conclusion is
production of favorable mutations grows. Leigh (1973, misleading. When deleterious mutations are allowed,
pp. 15–17), for instance, asked “What mutation rate is the rate of adaptive substitution does not plateau. In-
best for evolutionary progress?” and concluded “[t]he stead it peaks. Moreover, this peak occurs early on and
larger u, the larger the eventual fitness.” But real muta- its position is independent of the action of clonal inter-
tion rates are obviously not infinite and thus short-term ference. Thus while clonal interference might lower the
costs were invoked to rein in such absurdly high muta- absolute rate of adaptation, it does not by itself set a
tion rates (Kimura 1967; Leigh 1970, 1973; Dawson speed limit on adaptation. Instead, the curve of substitu-
1998, 1999; Johnson 1999b; and see below). The pres- tion rate vs. mutation rate is largely shaped by deleteri-
ent work shows that intermediate mutation rates are ous, not favorable, mutations. This reflects the fact that
favored in asexuals even when ignoring short-term costs. deleterious mutations are more common than benefi-

Our finding was (as usual) anticipated by Fisher cial ones: given realistic parameter values, any given
(1930, pp. 120–122). After noting that asexuals can use beneficial mutation is more likely to interact with a
all of the favorable mutations that escape accidental loss deleterious allele than with a beneficial allele.
only if the mutation rate is so low that the species adapts The present calculations also show that Gerrish and
at a glacial pace, he points out that: Lenski’s (1998) and Miralles et al.’s (1999) attempts

[I]f on the contrary the mutation rates, both of beneficial to use experimental evolution data from Escherichia coli
and of deleterious mutations, are high enough to main- and vesicular stomatitis virus (VSV) to estimate (i) the
tain any considerable genetic diversity, it will be only the proportion of mutations that are favorable, and (ii)best adapted genotypes which can become the ancestors

the mean selection coefficient among new favorableof future generations, and the beneficial mutations which
mutations, were compromised, at least quantitatively.occur will have only the minutest chance of not appearing

in types of organisms so inferior to some of their competi- (Gerrish and Lenski estimated that 1 in 106 mutations
tors, that their offspring will certainly be supplanted by are favorable in E. coli, while Miralles et al. arrived at 1
those of the latter. Between these two extremes there will

in 108 in VSV. Similar analysis suggested that sb ≈ 0.03doubtless be an optimum degree of mutability. . . .
in E. coli and sb ≈ 0.31 in VSV, where the latter value isFisher (1930, pp. 120–122)
per day, not per generation.) Unfortunately, these quan-

Fisher did not, however, find this optimum. [Indeed, tities were back-calculated from observed substitution
the required distribution of number of deleterious mu- rates and selection coefficients among fixed favorable
tations at multilocus mutation-selection balance was de- mutations. But both of these quantities depend on I, the
termined fairly late in the history of population genetics, expected number of interfering favorable mutations.
by Kimura and Maruyama (1966) and Haigh (1978).] [For instance, the expected sb among fixed favorable
Our results are likely also related to those of Woodcock

mutations is E[sb,fixed] 5 Ce∞
0sbPf(sb)dsb, where C is aand Higgs (1996), who found in computer simulations

normalizing constant and P 5 2sbexp(2U/sd)exp(2I ).]that when both deleterious and favorable mutations oc-
Unfortunately, I is affected by deleterious mutation, acur, fitness in asexuals increases fastest when U assumes
fact that Gerrish and Lenski (1998) and Mirallessmall, but intermediate, values. (Woodcock and Higgs
et al. (1999) did not take into account. Although theassumed, however, that sb 5 sd; their results are not,
magnitude of the resulting bias is unclear (it dependstherefore, directly comparable to the present ones.)
on the values of U and sH), Gerrish and Lenski’s esti-Given the robustness of our findings—our main con-
mates of pb and sb cannot be taken at face value.clusion is independent of sb, the shape of the distribu-

Given our results, it may be tempting to concludetions of sd and sb, population size, and the proportion
that asexuals will, over vast stretches of evolutionaryof mutations that are favorable (as long as it is small)—it
time, evolve to the optimal mutation rate of U 5 sH. Butmight not be too farfetched to suggest that one could
the problem of the evolved mutation rate in asexuals isinvert traditional attempts to measure the deleterious
difficult. To see this, first consider the argument thateffects of new mutations. In other words, in lieu of
asexuals will evolve to such an optimal mutation rate.traditional direct approaches, one might estimate sH by
Imagine a single clone that resides in a perpetuallyfinding the value of U that yields the fastest adaptation
changing environment. Its fitness at time t is w(t) 5in a novel environment, e.g., under radically changed

chemostat conditions. wdwb, where wd gives the effects of deleterious mutation
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and wb those of beneficial mutations. Because at equilib- mutations and, second, it must avoid being displaced
rium wd 5 exp[2U], we have by a later favorable mutation of greater advantage.

When both forces act, the probability of fixation is z2sbw(t) ≈ e2U(1 1 sb)kt ≈ e ktsb2U. (10)
exp(2U/sH)exp(2I). (Note that I is itself a function of

That clone that maximizes ktsb 2 U will have the highest U and sH as subsequent favorable mutations can interfere
fitness. Looking into the distant future (letting t → ∞), only if they arise in a deleterious-mutation-free back-
the fittest clone is that which sets Uopt 5 sH, as expected ground.) Roughly speaking, then, the joint action of
from our previous arguments. Over long stretches of background selection and clonal interference reduces
evolutionary time, then, we might expect such a clone the fixation effective population size by a factor of exp
to predominate. (2U/sH)exp(2I), a result that makes good intuitive

The difficulty is that we have assumed that—when sense.
our optimal clone competes with others having lower I thank Brian Charlesworth, Phil Gerrish, Peter Keightley, Yuseob
U—the optimal clone survives the intervals between adap- Kim, Alex Kondrashov, Sally Otto, Daven Presgraves, Wolfgang Ste-
tive fixation events (Leigh 1973, p. 16). But we have phan, and especially Toby Johnson for very helpful comments. This

work was supported by National Institutes of Health grant GM51932no such guarantee. During these intervals, any mutant
and by the David and Lucile Packard Foundation.clones having smaller U enjoy a short-term advantage

and so invade, causing the frequency of the “optimal”
clone to fall.

Thus we can give no simple answer to the question LITERATURE CITED
of whether asexuals will converge on genomic mutation

Barton, N. H., 1995 Linkage and the limits of natural selection.
rates in the neighborhood of U ≈ sH. If selection is very Genetics 140: 821–841.

Charlesworth, B., 1996 The evolution of chromosomal sex deter-strong and favorable substitutions occur at a high rate,
mination and dosage compensation. Curr. Biol. 6: 149–162.adaptive dynamics may prevail, keeping U near sH among

Dawson, K. J., 1998 Evolutionarily stable mutation rates. J. Theor.
successful clones. If so, it is worth noting that our find- Biol. 194: 143–157.

Dawson, K. J., 1999 The dynamics of infinitesimally rare alleles,ings might well explain Drake’s well-known rule that
applied to the evolution of mutation rates and the expression ofgenomic mutation rates are roughly constant across
deleterious mutations. Theor. Popul. Biol. 55: 1–22.DNA-based microbes regardless of genome size (Drake Drake, J., B. Charlesworth, D. Charlesworth and J. F. Crow,

1991; Drake et al. 1998): U might be roughly constant 1998 Rates of spontaneous mutation. Genetics 148: 1667–1686.
Drake, J. W., 1991 A constant rate of spontaneous mutation inacross largely asexual microbes because sH might be

DNA-based microbes. Proc. Natl. Acad. Sci. USA 88: 7160–7164.roughly constant across microbes. (We assume here that Fisher, R. A. 1930 The Genetical Theory of Natural Selection. Oxford
the deleterious mutation rate scales with total genome University Press, Oxford.

Gerrish, P. J., and R. E. Lenski, 1998 The fate of competing benefi-size as measured in base pairs; this should be roughly
cial mutations in an asexual population. Genetica 102/103: 127–true in microbes, which possess far less noncoding DNA 144.

than do higher eukaryotes.) But if adaptive substitutions Gillespie, J. H., 1981 Mutation modification in a random environ-
ment. Evolution 35: 468–476.are rarer, asexuals may not spend most of their time

Haigh, J., 1978 The accumulation of deleterious genes in a popula-near U ≈ sH. [See Johnson (1999a,b) and Woodcock tion—Muller’s ratchet. Theor. Biol. 14: 251–267.
and Higgs (1996) for more complete discussions.] Hartl, D. L., and C. H. Taubes, 1996 Compensatory nearly neutral

mutations: selection without adaptation. J. Theor. Biol. 182: 303–It is, however, worth noting that if and when clones
309.move to the optimal rate identified here, they will not

Hill, W. G., and A. Robertson, 1966 The effect of linkage on the
suffer absurdly high mutation loads. Indeed, the re- limits to artificial selection. Genet. Res. 8: 269–294.

Johnson, T., 1999a The approach to mutation-selection balance insulting mutation load will be much closer to the smaller
an infinite asexual population, and the evolution of mutationthan to the larger values of sd, a well-known property of
rates. Proc. R. Soc. Lond. Ser. B 266: 2389–2397.

harmonic means. Assuming that selection coefficients Johnson, T., 1999b Beneficial mutations, hitchhiking and the evolu-
tion of mutation rates in asexual populations. Genetics 151: 1621–on the order of 1023 are realistic, a load of 1 2 e2U ≈
1631.U 5 sH ≈ 1023 would appear tolerably minute. [For

Keightley, P. D., and A. Eyre-Walker, 1999 Terumi Mukai and
rough estimates of sd in E. coli, see Kibota and Lynch the riddle of deleterious mutation rates. Genetics 153: 515–523.
(1996). But also see Keightley and Eyre-Walker Kibota, T. T., and M. Lynch, 1996 Estimate of the genomic deleteri-

ous mutation rate to overall fitness in E. coli. Nature 381: 694–696.(1999) for how such estimates may be affected by varia-
Kimura, M., 1967 On the evolutionary adjustment of spontaneoustion in sd.] Organisms need not, therefore, suffer enor- mutation rates. Genet. Res. 9: 23–34.

mous loads to enjoy the advantages of rapid adaptation. Kimura, M., and T. Maruyama, 1966 The mutational load with
epistatic interactions in fitness. Genetics 54: 1303–1312.In closing, it should be noted that this analysis re-

Kirby, D. A., and W. Stephan, 1996 Multi-locus selection and thequired us to address a problem of perhaps wider in-
structure of variation at the white gene of Drosophila melanogaster.

terest. We have found a simple approximation to the Genetics 144: 635–645.
Leigh, E. G., 1970 Natural selection and mutability. Am. Nat. 104:probability of fixation of a favorable mutation in a non-

301–305.recombining genome or chromosome region. Such a
Leigh, E. G., 1973 The evolution of mutation rates. Genetics 73

mutation faces two kinds of traffic problems. First, it (Suppl.): 1–18.
Manning, J. T., and D. J. Thompson, 1984 Muller’s ratchet andmust escape stochastic loss due to linked deleterious



967Adaptation in Asexuals

the accumulation of favourable mutations. Acta Biotheor. 33: tion both has an effect greater than sb and escapes sto-
219–225.

chastic loss (where we include loss due to mutationsMiralles, R., P. J. Gerrish, A. Moya and S. F. Elena, 1999 Clonal
interference and the evolution of RNA viruses. Science 285: 1745– arising in deleterious loaded genomes). This fraction is
1747.

Orr, H. A., 1998 The population genetics of adaptation: the distribu- F 5 #
∞

sb

2v e2U/ sH f(v) dv, (A1)
tion of factors fixed during adaptive evolution. Evolution 52:
935–949.

Orr, H. A., and Y. Kim, 1998 An adaptive hypothesis for the evolu- where f is the probability density of favorable selection
tion of the Y chromosome. Genetics 150: 1693–1698. coefficients among new mutations.

Otto, S. P., and N. H. Barton, 1997 The evolution of recombina-
The expected number of interfering favorable muta-tion: removing the limits to natural selection. Genetics 147: 879–

tions is thus zI 5 NUpbtF/2, yielding Equation 7 of906.
Peck, J., 1994 A ruby in the rubbish: beneficial mutations, deleteri- the text. Our approach to calculating the number of

ous mutations, and the evolution of sex. Genetics 137: 597–606. interfering mutations is clearly approximate: we ignoreStephan, W., 1995 Perturbation analysis of a two-locus model with
the effect on Ne of subsequent mutations whose effectsdirectional selection and recombination. J. Math. Biol. 34: 95–

109. are less than sb, as well as the fact that favorable muta-
Woodcock, G., and P. G. Higgs, 1996 Population evolution on a tions that are destined to fixation increase in frequencymultiplicative single-peak fitness landscape. J. Theor. Biol. 179:

in the first few generations somewhat faster than ex-61–73.
pected under our logistic argument (see Otto and Bar-Communicating editor: P. D. Keightley
ton 1997, Appendix C). Similarly, P. Gerrish (personal
communication) has shown that estimates of I can be
improved by taking into account favorable mutationsAPPENDIX
that appear before the one whose fate we follow. (This

Combined effects of deleterious mutation and clonal quantitative improvement does not, however, affect our
interference: I derive the rate of adaptive substitution results, i.e., the value of the optimal U.) Despite these
when both deleterious mutation and clonal interference approximations, simulations show that our analytic esti-
are allowed. The derivation proceeds in two main steps. mate of I is fairly accurate.
First, I find the number of interfering mutations that We can now calculate the probability that our first
arise during a first favorable mutation’s transit to fixa- favorable mutation is neither lost (e.g., by appearing
tion; second, I derive a rate of adaptation given this on a chromosome bearing a deleterious mutation) nor
number of interfering mutations. These calculations are displaced by an interfering mutation. This probability
a straightforward combination of those of Gerrish and is 2sbe2U/ sHe 2I, where e2I is the probability that no events
Lenski (1998) and those from the first half of the text. occur in a Poisson process having rate I/t. Thus the rate
Unlike Gerrish and Lenski, however, I allow for deleteri- of substitution involving mutations of size sb is
ous mutation as well as for any arbitrary distribution of

k ≈ 2NUpbsbe2U/ sHe 2I. (A2)favorable selection coefficients.
Deleterious mutations have a harmonic mean effect

Given a distribution of sb, we have E[k] ≈ e∞
0of sH and favorable mutations have an arbitrary distribu-

2NUpbsbe2U/ sHe 2I f(sb) dsb, as in (8) of the text. If I 5 0,tion of effects with an arithmetic mean sb. A favorable
E[k] reduces to our simple E[k] ≈ 2NUpbsbe2U/ sH, as ex-mutation having an advantage of sb is going to fixation

and we wish to calculate the expected number of subse- pected. Similarly, if no deleterious alleles are present
quent “lucky” favorable mutations of larger effect that (U/sH 5 0), E[k] reduces to that of Gerrish and Lenski
might interfere with its fixation. By lucky mutations, we (1998), also as expected.
mean those that escape stochastic loss when rare; only The maximum rate of adaptive substitution: We find
these are capable of interfering. The number of interfer- the value of U that maximizes E[k]. This requires solv-
ing mutations, I, will approximately equal the product ing ]E[k]/]U 5 (]/]U ) e∞

0 2NUpbsbe2U/ sHe2If(sb)dsb 5 0.
of the number of favorable mutations that appear on Switching the order of differentiation and integration,
the ancestral (wild) background while the first mutation we have
is going to fixation and the probability that such muta-
tions both have an effect greater than sb and are not ]E(k)

]U
5 #

∞

0

]k
]U

f(sb)dsb 5 0, (A3)
lost.

A total of NUpbt favorable mutations appear during
where k is given in (A2). The product rule shows thattime t, where t is the transit time to fixation of our

favorable mutation. Because allele frequency under se- ]k
]U

5 2Npbsbe2U/ sHe2I 11 2
U
sH

2 U
]I
]U2lection is logistic, t 5 (2/sb)ln N, where the mutation

starts at p 5 1/N and goes to pseudofixation at p 5 1 2
1/N. But by symmetry over the logistic curve, only half 5 2Npbsbe2U/ sHe2I(1 2 I)11 2

U
sH

2. (A4)
of these mutations appear on ancestral (wild) chromo-
somes. Of these NUpbt/2 relevant mutations, some frac- Substituting into (A3), we have
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uncover any other solutions to (A5), although we cannot]E[k]
]U

5 11 2
U
sH

2 #
∞

0
2Npbsbe2U/ sHe2I(1 2 I)f(sb)dsb 5 0.

formally rule them out. Note that we made no assump-
tion about the form of f(sb). Adaptation is fastest when(A5)
U 5 sH regardless of the distribution of sb. Thus while

(A5) is satisfied when the term in front of the integral clonal interference changes the absolute rate of adapta-
equals zero, i.e., when U 5 sH. Further analysis shows tion as a function of U, it does not change the value of
that this solution is a maximum, not a minimum or U that yields the fastest adaptation.
inflection point. Extensive numerical analysis failed to


